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Abstract
We generally use supervised learning when performing
activity recognition using mobile sensor devices such as
smartphones. In this application, case data associated
with the sensor information and type of action is required.
However, there is a possibility that a time shift occurs
because this association is done manually on the audio
and video that has been acquired along with the sensor
information. In this paper, we propose a method of
activity recognition that can recognize correct actions
even if there is a time gap. In this method, we add labels
that shift the original learning data label. We also
implement multi-label machine learning. In addition, we
propose a method for repeated learning based on the
Expectation-Maximization(EM) algorithm. To evaluate
this method, we conducted an experiment that recognized
three types of behavior using a Naive Bayes classifier. In
the evaluation, we pieced together three types of human
action data into one dataset called pseudo sequence data.
We slid the action labels of the pseudo sequence data and
examined whether the recognition rate was improved by
our proposed method. The results show that the proposed
method can perform activity recognition with high
accuracy, even if the action labels times are shifted.
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Introduction
Recently, research regarding human behavior recognition
useing mobile sensor devices has increased, and
applications in various fields as sports medicine are
anticipated [4]. In order to perform action recognition, it
is necessary to collect behavior data to create a
recognition model using machine learning. To do this, we
require the case data associated with the sensor
information and type of action. However, there is a
possibility that a time shift occurs because this
association is done manually from the acquired audio and
video along with the sensor information.

In this paper, we propose a method of activity recognition
that can recognize correct actions, even if there is a time
gap. In this method, we add labels that have been shifted
from the original learning data labels. We also perform
multi-label machine learning. We use the Naive Bayes
classifier in the machine learning step, and add conditional
probability to calculate the feature value. In addition, we
propose a method of repeated learning based the EM
algorithm.

Related Research
Many studies on action recognition using mobile sensors
have been published since its introduction in [1]. In
supervised learning, it has become a problem of inaccurate
teacher information such as incomplete label information.

For this reason, using semi-supervised classification [5] has
been proposed.

In [9], it was shown that using a basic semi-supervised
classification based on self-training and co-training,it is
possible to recognize actions without action labels. In [6],
a function was proposed that projects a multi-dimensional
space-specific feature value using unlabeled and labeled
data, where supervised learning uses Support vector
machine(SVM) in the space of projected label data. This
enables the characteristics of the unlabeled data to also
affect the learning result. In that it uses incomplete labels,
this research is similar to ours, however, it does not
consider time shift.

In [10], multi-instance learning, i.e. a machine learning
method that can respond to more than one sample set of
one label, we recognized actions without knowing all the
label data. This multi-instance learning method was
introduced in [12]. However, there is an assumption that,
one or more existing labels are given for the sample set.

In [15], instead of focusing on missing label times, a
method was proposed that can perform action recognition
by action order alone. In this method, the correct label is
recognized by Dynamic Programming(DP) matching and
supervised learning after segmentation and clustering.
This method is effective when only the order is known.
However, it is not able to attach a label to a specific time
when the action label time is shifted.

Multi-label learning is machine learning that allows labels
that are structured or multiple labels in the learning
sample. The method was introduced in [11] and [12]. We
focus on multi-label learning where the label may have a
plurality of samples, but a true label exists. This is a
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special case of multi-label learning [7]. This method uses
an EM algorithm that repeats the following two steps.

M step
performs machine learning in whish the initial
multi-label set is stochastically abeled.

E step
estimates the probability distribution of the learning
data labels.

In [2], they solved the same problem as a convex
programming problem of loss function, and applied this to
video for person labeling. By using the method in [7], we
also attempt to convert the problem of deviation in time
series data to a convex programming problem.

The method in [3] extends the technique of [7] using
conditional random fields(CRFs) that are often used in
natural language processing. By doing so, even if many
action labels are given, machine learning can be
performed. The work in [7] is similar to our research with
respect to extending the time-series data approach.
However, it differs in that they assumed that more than
one label applied to the data of one sample implies
multiple persons. We assume a time shift has occurred.

The multi-instance learning described above does not
assume more than one label can be attached to one
sample as in [7]. However, in [10], the method has been
improved to accommodate more than one label, called
experience sampling. In this case, the method that
iteratively converges to label unlabeled data is similar to
ours. However, it is not a stochastic approach but a
decisive approach as in [7]. In addition, because a label is
assigned on a regular basis by experience sampling, this is
not a method that considers label time shifts as we do.

Proposed Method
In this section, we discuss three things. First, we
introduce the method that converts time shifted data into
multi-label data. Next, we explain how to solve
multi-label problems. Finally, we discuss smoothing.

Converting multi-label data
The input data is assumed to be data acquired by a
mobile sensor device such as three-axis acceleration data
or time series. These sensor data are processed just as for
general action recognition. The time windows are acquired
and the feature value in each time window is calculated.

If the feature value in discrete time t is x⃗t, and if the
given label is yt, we assume that the following is satisfied.

(x⃗t, yt) (1)

However, we defined the time as t = 1, 2, ..., n. Using this
time, the calculation produces a multi-label set for each
St like Formula as follows.

St := {yt′ |t − α ≤ t′ < t + α} (2)

Here, α is a constant parameter.

Equation 2 assumes that the provided label is 2α longer
than the given label. At a certain time t, the times before
and after the given label within α also are considered as
label candidates. Just as for the label, several candidates
can exist, although the data correspond to one action. We
refer to [7] for the assumptions used here, and we treat
this procedure as multi-label learning.

Solving multiple labels
Data that have been converted into a multi-label set in
the previous section are processed by the method
proposed in [7], an EM algorithm formulated using the
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Kullback―Leibler(KL) divergence. Here, we briefly
describe the procedure.

In the previous section, the data is given in the multi-label
form as

(x⃗t, St) t = 1, 2, ..., n (3)

We next perform the procedure described.

1. Given t = 1, 2, ..., n, we assume that the label in St

is given for all data, i.e., given

St = {y(1)t , y
(2)
t , ..., y

(mt)
t },

(x⃗t, y
(j)
t ) j = 1, 2, ...,m (4)

2. M step: we determine model f by machine learning
using the data.

3. E step: using model f , we estimate at x⃗t in
t = 1, 2, ..., n. Further, we seek the probability
p(y|t) = f(x⃗t), i.e., the distribution of the
estimated label.

4. Similar to Step 1, we create the learning data for a
single label to increase the number of samples in
proportion to the probability distribution of the
estimated label. In other words, for each t and y,
the following holds.

the number of (x⃗t, y) ∝ p(y|t) (5)

This data becomes the learning data for the next
step.

5. We repeat Steps 2 - 4 until the estimation results
converge or their change becomes very small.

Because these steps are formulated as an EM algorithm,
they converge to a local solution by Jensen’s inequality.

We call this method the EM method. Figure 1 shows its
flow. Likewise, we call the method that estimats the
action label by a maximum likelihood method after Step 3
Non-EM method.

Figure 1: EM method flow

Smoothing method
The method described in Section of Solving multiple
labels does not consider time series. If we consider time
series, we should be able to improve the accuracy. The
smoothing method uses neighboring labels. In Step 3
above, we perform smoothing in the following way:

At time t,
If yt−1 = yt+1,
Let be yt ← yt−1.
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In other words, if the labels before and after a particular
label match, we assume they belong to the same label.
However, there is a problem with this smoothing
technique. Because it considers only levels before and
after the label under consideration, smoothing is not
correct if the result of erroneous recognition crosses two
or more labels.

In the evaluation of the next section, we compare cases
that have and have not been smoothed.

Evaluation
We evaluateds whether, by using the proposed method
even data with shifted activity labels, we could recognize
activities with nearly the same accuracy as the case when
exact labels are given. We used data comprising three
types of human action data, called the pseudo sequence
data. We slid the action label of the pseudo sequence
data and examined whether the recognition rate was
improved by our proposed method. We used the
statistical analysis software R to analyze the result, and
the classifier was Naive Bayes.

Data types
Given the three types action data of collected by the
Human Activity Sensing Consortium(HASC)
Challenge[14], we created pseudo sequence data. The
action types used were adult male’s ”jog.”, ”walk.”, and
”stay.”. The data type was three-axis acceleration. We
used the data of 10 people in the experiment. Because
the measurements were performed five times for one
person, each action dataset contained 50 files. The
duration of each action was 20 s. We list the dataset
details in Table 1.

Table 1: Evaluation data details

Test subject 20’s men
Number of people 10 people

Measurement place outdoor(asphalt)
Times of measurements 5 times

Measurement device ipod touch(4th)
Measurement data 3-axis acceleration
Position of device Right pocket

Sampling frequency 100Hz
Type of actions jog, walk, stay

Time of each action 20 seconds

Feature extraction
We extracted features from the data shown in Section of
Data types. The sensor data used consisted of three-axis
acceleration. We set a time window of 0.5 s width and 2 s
shift. In addition, feature values were calculated over each
of the time windows. The features we used were mean,
variance, and energy. Table 2 summarizes the features
obtained from the data.

Table 2: Feature detail

Value of acceleration the resultant value of the 3-axis
Width of the time window 2 seconds
Width of the time window 0.5 seconds
Calculation of the feature mean, variance, energy

The reason for combining the three axes is that the
mounting position of the terminal during measurement
was not fixed.

Method of evaluation
To assess the utility of the proposed method, we carried
out machine learning on the learning data with shifted
times. We then compared the change in recognition
accuracy for three methods:
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• Naive
action recognition by machine learning using the
naive Bayes classifier.

• Non-EM
before performing machine learning, we processed
the learning data according to our proposed method.

• EM
This method is nearly the same as Non-EM.
However, we repeat our proposed method until the
learning models are stable.

Evaluation data
We selected three types of action data at random from
the three types of action data that each had 50 data files
as described in Section of Data types. In addition, we
created the pseudo sequence data for learning data by
binding the three types of action data remaining.

In this data set, even if we selected the data at random, it
is important to check whether we can correctly perform
activity recognition. We tested the machine learning by
giving it the correct action labels. We repeated the action
recognition 100 times with a naive Bayes classifier and the
average accuracy was 98.2% with a standard deviation of
5.3. We determined that there are no issues with using
this data.

Shifting action labels
As mentioned in Chapter of Introduction, there is a
possibility that a time shift occurs because the action and
label association is done manually.

We intentionally generated this shift for this experiment.
Furthermore, we confirmed the variation in recognition
accuracy caused by the amount of shift. In addition, we

confirmed the improvement caused by the our proposed
method.

The pseudo sequence data used in this evaluation
consisted of 2,940 s of data, as the 49 data files of 20 s
were bound together. For this data, the action labels were
shifted, and we evaluated it using Naive, Non-EM, and
EM method.

Application of smoothing method
We applied the smoothing technique described in Section
of Smoothing method for the Naive, Non-EM, and EM
method. Furthermore, we compared the variation of
recognition accuracy with respect to smoothing.

Result
Figure 2 shows the results of the evaluation experiments.
In this figure, when the value of the x-axis is 0, it is
indicated that the correct label was applied.
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Figure 2: Effect of shift width on recognition accuracy

From the above results, we concluded that the recognition
accuracy is decreases when the action label is displaced.
In addition, we also conclude that by using the proposed
method, it is possible to improve recognition accuracy.

The recognition accuracy was improved by smoothing if
the shift was small. However, the improved values are also
very small.

Accuracy improvement of the EM algorithm
In this experiment, we examined how recognition accuracy
converges for the EM algorithm. Table 3 shows the
change in EM algorithm recognition accuracy.

Table 3: Transition of the accuracy of the EM algorithm(%)

repeat times

time shift 0 1 2 3 4 5
75 (s) 100 100 100 100 100 100
150 (s) 100 100 100 100 100 100
225 (s) 99.1 100 100 100 100 100
300 (s) 92.8 100 100 100 100 100
375 (s) 55 91.9 99 99.1 99.1 99.1
450 (s) 47.7 62.2 95.5 95.5 95.5 95.5
525 (s) 39.6 51.4 84.7 83.8 83.8 83.8
600 (s) 34.2 36 36 42.3 48.6 48.6
675 (s) 33.3 33.3 33.3 33.3 33.3 34.2
750 (s) 33.3 33.3 33.3 33.3 33.3 33.3

In Table 3, When repeat times show 0, it indicates Naive
method. When repeat times show 1, it indicate Non-EM
method. The EM algorithm was repeated five times in
this experiment. At the sixth iteration, the action label of
”jog” was dropped from the learning model. Despite this

the ”jog” action was recognized almost normally up to the
fifth iteration.

Discussion
We determined that when using the proposed method,
even if the action labels were shifted, we were able to
recognize activities with a high accuracy. We consider
future work in this section.

Smoothing method
We determined that the proposed smoothing method
improved the recognition accuracy in the experiments.
However, the improvement was not sufficient. As shown in
Figure 2, the smoothing is not correct when two or more
erroneous recognitions neighbor each other, as the method
proposed in this paper considers only the recognized labels
immediately before and after the one under consideration.
That is, if the accuracy is not good, this is because the
errors often occurred in blocks of two or more. For this
reason, we believe that the accuracy improvement caused
by smoothing was insignificant in this experiment.

In the future, we plan to expland the smoothing range to
correspond to a number of labels before and after the one
considered. We will also take into account the effects of
precision and extension size.

Iterations of the EM algorithm
In this experiment, the EM algorithm was iterated five
times. However, considering the improvement of
recognition accuracy by EM algorithm in Section of
Accuracy improvement of the EM algorithm, after the
third iteration, there were no large improvements. The
data that this iteration used consisted of about 3000 s of
action data, and there were only three action types.
However, if we use more data or action types, the time
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needed for machine learning will be increased. Hence, we
need to decide a threshold in order to analyze efficiently.

If we iterate the EM algorithm more than necessary, ”jog”
actions are lost from the recognized action labels. This is
caused by over-learning, and we plan to develop an
algorithm that considers this case.

Types of data
In this study, we used pseudo sequence data for
evaluation. However, we would like to show that our
proposed method is practical. It is necessary to further
improve the recognition accuracy of the proposed method,
even if the data that we analyze is more complex. Hence,
we plan to perform further evaluations. We consider three
cases:

• Increasing the number of action types
We used only three action types for this evaluation.
Because research on human activity recognition
includes many more action types, we need to
increase the number of action types. Action types
that we plan to add are ”skip.”, ”stair-up.”, and
”stair-down.”.
If we add these action type, we must consider the
features used, because similar features values will be
seen when the number of action types increases.

• Usinge the continuous sequence data
The sequence data used in this evaluation
experiment was pseudo sequence data obtained by
combining the three types of action data. However,
when we perform real human activity recognition,
there are many additional points to consider. For
example, changes of action type, measurement
errors caused by human error, and difficulties of
identifying action labels. We believe that it is

necessary to evaluate the proposed method with real
sequence data.

• Various shift label types
As mentioned in Section of Shifting action labels,
the label shift of this evaluation is a parallel move
such as that in Figure 3. However, there are also
label shift such as that in Figure 4 in real sensing.
We need to be be able to determine such shifts.

A B C 

The true action label 

A B C 

The action label  

used of recognition 

Figure 3: The shift of the evaluated labels

A B C 

A B C 

The true action label 

The shift type  

A B C 

The shift type  

A B C 

The shift type  

A and B are overlapped 

A B C action labels(A～C) 

The parts that aren't put action label 

(The parts are called "other") 

Figure 4: Examples of the other shift label
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Conclusion
In this paper, we proposed a method of activity
recognition that can recognize correct actions even if
there is a time gap. We added labels that can be shifted
from the original label to learn the data and we
formulated machine learning as a multi-label problem.

The results of the experimental evaluation for three types
of actions, ”jog”, ”walk”, and ”stay”, show that if we use
our propose method, it is possible to recognize activities
with a high accuracy, even if the time of an activity label
is shifted. In addition, the accuracy of behavior
recognition was marginally increased by the EM algorithm.
However,since the EM algorithm iterations significantly
increased the processing time, we will consider a
convergence threshold in future.

On the other hand, we proposed a smoothing method, but
could not show any significant accuracy improvement in
this method. We plan to consider another approach.

In this study, we used pseudo sequence data that
combined three types of action data. In future, we will
widen the application of recognition by, for example,
increasing the types of action data, measuring real
sequence data, and using medical data. The medical data
is the collection of nurse behavioral data collected in
cooperation with Saiseikai Hospital in Kumamoto.
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